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One of the fundamental problems in simulating the motion of sharp interfaces
between immiscible fluids is a description of the transition that occurs when the
interfaces merge and reconnect. It is well known that classical methods involving
sharp interfaces fail to describe this type of phenomena. Following some previous
work in this area, we suggest a physically motivated regularization of the Euler
equations which allows topological transitions to occur smoothly. In this model,
the sharp interface is replaced by a narrow transition layer across which the fluids
may mix. The model describes a flow of a binary mixture, and the internal struc-
ture of the interface is determined by both diffusion and motion. An advantage of
our regularization is that it automatically yields a continuous description of surface
tension, which can play an important role in topological transitions. An additional
scalar field is introduced to describe the concentration of one of the fluid compo-
nents and the resulting system of equations couples the Euler (or Navier–Stokes)
and the Cahn–Hilliard equations. The model takes into account weak non-locality
(dispersion) associated with an internal length scale and localized dissipation due
to mixing. The non-locality introduces a dimensional surface energy; dissipation is
added to handle the loss of regularity of solutions to the sharp interface equations
and to provide a mechanism for topological changes. In particular, we study a non-
trivial limit when both components are incompressible, the pressure is kinematic
but the velocity field is non-solenoidal (quasi-incompressibility). To demonstrate the
effects of quasi-incompressibility, we analyse the linear stage of spinodal decomposi-
tion in one dimension. We show that when the densities of the fluids are not perfectly
matched, the evolution of the concentration field causes fluid motion even if the flu-
ids are inviscid. In the limit of infinitely thin and well-separated interfacial layers,
an appropriately scaled quasi-incompressible Euler–Cahn–Hilliard system converges
to the classical sharp interface model. In order to investigate the behaviour of the
model outside the range of parameters where the sharp interface approximation is
sufficient, we consider a simple example of a change of topology and show that the
model permits the transition to occur without an associated singularity.

Keywords: immiscible binary fluids; numerical front capturing; level set methods;
mixture theory; singularities on interfaces; variational methods

1. Introduction

In classical hydrodynamics, a narrow zone separating two ideal immiscible fluids is
often represented as a discontinuity of density and tangential velocity. This is a good
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approximation if the interfacial thickness is small compared with other characteristic
scales of the flow. The classical fluid equations are then posed on both sides of the
interface and jump conditions are prescribed across the surface of discontinuity. The
sharp interface model, however, breaks down when the interfacial thickness becomes
comparable to either the radius of curvature or the distance between surfaces. This
happens, for example, when material surfaces collide. In this case, the collapse of
the sharp interface model, which can be strongly enhanced by surface tension, is
accompanied by topological singularities (see, for instance, Hou et al . 1994, 1997).
Changes in interface topology are commonly observed in real fluid flows, with the
standard example being the pinching and fissioning of liquid jets.

In this paper, following some previous work outlined below, we suggest a physically
motivated regularization of the Euler equations which allows topological transitions
to occur smoothly. In this model, the sharp interface is replaced by a narrow tran-
sition layer across which the fluids may mix. Although viscosity is known to be
an important factor in topological transitions, it does not provide a regularization
mechanism to transit through a topology change. An alternative mechanism of dissi-
pation, which we explore in this paper as a regularization of the Euler equations, is
the molecular mixing of ‘immiscible’ fluids in the thin transition layer. Our approach
is motivated in part by the formal (computational) smoothing of flow discontinuities
in the so-called level set method (e.g. Osher & Sethian 1988).

Traditionally, numerical simulations of sharp interface evolution have taken one
of two forms: front tracking or front capturing. In the front tracking method, the
position of the interface is explicitly traced, and, if necessary, the topology is changed
by using an ad hoc rule (e.g. Mansour & Lundgren 1990; Univerdi & Trygvason
1992). In a few special cases, reconnection conditions can be derived directly from
the Euler and Navier–Stokes equations by matching local similarity solutions valid
near the transition point before and after pinch-off (e.g. Keller & Miksis 1983; Eggers
& Dupont 1994; Eggers 1995).

In the front capturing method, an additional scalar field (level set function) is intro-
duced whose zero level set marks the transition between the two fluid components.
This method yields a singularity-free description of topological transitions and the
internal structure of the interface layer is determined by explicit smoothing of the flow
discontinuities. In spite of the general computational success of this method, which
can be modified to include surface tension (Brackbill et al . 1994; Chang et al . 1996),
one discovers that solutions depend essentially on the type of smoothing and, unless
the fine structure of the interface is constantly modified, the level set function typi-
cally develops singularities in finite time (Sussman et al . 1994). This makes it natural
to consider a physically realistic scalar field instead of an artificial level set function.

We suggest the mass concentration of one of the constituents as the additional
field. This accounts for mixing (at the molecular level) in the interface region, a
reflection of the partial miscibility that real fluids always display. According to the
thermodynamics of ‘immiscible’ fluids, there is a range of concentrations where the
free energy is concave and homogeneous states are unstable (e.g. Landau & Lifshitz
1958). An interface between two immiscible fluids can then be described as a layer
where thermodynamically unstable mixtures are stabilized by weakly non-local (gra-
dient) terms in the energy, an idea which can be traced to van der Waals (1894).
This approach was first constructively used by Cahn & Hilliard (1958) in the con-
text of a purely diffusional problem. In its original form, the Cahn–Hilliard (CH)
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model oversimplifies the physical situation by assuming that there is no coupling
between diffusion and mechanics; in this setting, the model describes solids and flu-
ids equally well. The coupling of the equations of fluid dynamics with CH diffusion
is non-trivial because of the dependence of the energy upon concentration gradients
and the associated reactive forces exerted on the fluid.

In this paper, following Truskinovsky (1993), we develop a thermodynamically and
mechanically consistent model which extends the Euler (E) and Navier–Stokes (NS)
models to the case of compressible binary CH mixtures. Compared to the classical
equations of fluid mechanics, our system of equations includes two additional small
parameters.

One parameter introduces an internal length scale (dispersion, non-locality) which
yields extra non-hydrostatic (reactive) stresses even in the absence of viscosity. This
gives rise to the effects of surface tension and provides an extra coupling between
the fluid flow and the diffusion of the component. As a result, the fluid inside the
transition layers behaves like an anisotropic solid. However, this solid is very special
since the equations (in the dissipation free case) are compatible with a hydrodynamic
Cauchy–Lagrange integral as well as with a Clebsch representation for the velocity
field.

The other parameter prescribes the rate of non-viscous dissipation which is added
to handle the loss of regularity of the solutions of the sharp interface model and
to provide a mechanism for topological changes. Notice that the sharp interface
model, which we consider as a limiting case, is dissipation free. Dissipation, therefore,
becomes important where the sharp interface system breaks down, in particular,
near the point of a topological transition. In this sense, topological transitions are
similar to classical shock waves in hyperbolic conservation laws where the dissipation
(usually due to viscosity) is relevant only inside the shock wave. This analogy is
illuminating since shock waves generically occur in the level set model when the
level set function is advected by a given velocity field (Sethian 1996). Our approach
can then be interpreted as smoothing these shock waves by a diffusional, rather than
a viscous, regularization.

This model fits naturally into the general framework of the so-called phase field
models which have been widely used in the study of free boundary problems (see
Gurtin & McFadden (1992) for a collection of recent references).

An abstract model which couples fluid flow with dissipative Ginzburg–Landau
dynamics of a non-conserved order parameter (known as model E in the nomencla-
ture of Hohenberg & Halperin (1977)) was suggested as a means to simulate smooth
topology changes in interfacial flows of incompressible fluids by Goodman (1993, per-
sonal communication). Here we take an alternative approach and consider an order
parameter which is conserved (concentration). An abstract model, which couples
fluid flow with Cahn–Hilliard diffusion for a conserved order parameter, is known as
model H (Hohenberg & Halperin 1977). Recently, Starovoitov (1994) and Gurtin et
al . (1996) rederived model H by using the classical formalism of continuum mechan-
ics. Jasnow & Vinals (1996) modified model H to study thermocapillary flow and
gave an analysis of the Hamiltonian structure of the associated system of equations.
Model H has been successfully used to simulate complicated mixing flows involving
incompressible components with matched densities (see, for instance, Chella & Vinals
1996). This model, however, cannot be used if the incompressible fluid components
have different densities (or if the fluids are compressible).
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An important observation which distinguishes our model from model H is that
binary fluids with incompressible components may in fact be compressible. We refer
to such fluids as quasi-incompressible. In the non-trivial quasi-incompressible limit,
the velocity field is non-solenoidal, even though the pressure is no longer defined by
the thermodynamic formulas and is purely kinematic. Moreover, in this case, the
chemical potential (which enters the diffusion equation) depends explicitly on the
kinematic pressure.

The fact that the velocity field in quasi-incompressible mixtures can be non-sole-
noidal was recently pointed out by Joseph (1990) in the context of a theory describing
the transient surface tension in mixtures of miscible fluids. His model, however, can-
not be directly compared to ours since the transport of the component is based on
the classical (local) diffusion equation, rather than the CH (non-local) model.

In the case of compressible fluids, considerable attention has been given to analysis
of the van der Waals model (see, for instance, Davis & Scriven 1982) in which the
energy depends on density gradients (rather than concentration gradients). This
model provides a continuous description of interfaces between different phases of
the same fluid. Some of the issues discussed in the general framework of this model
are: kinetics of phase boundaries (Slemrod 1983; Truskinovsky 1982); gravity and
capillary waves (Anderson & McFadden 1997); wetting phenomena (Seppecher 1996;
Jacqmin 1998); and nucleation (Dell’Isolla et al . 1998). In Joseph’s study of miscible
fluids (see Joseph & Rennardy 1993), the coupling of the concentration field with
fluid flow was based on a general Korteweg-type (non-variational) dependence of
extra stresses on density gradients and the assumption of ideal mixing (see also
Aifantis & Serrin 1983; Falk 1992).

The effects of compressibility in models with an extra non-conserved order param-
eter were considered in Truskinovsky (1988), where a (compressible) generalization
of the reactive stress tensor and chemical potential of model H were derived. Consis-
tent thermomechanical models of Ginzburg–Landau-type (model E) were later used
by Roshin & Truskinovsky (1989) and Myasnikov et al . (1990) for simulations of
acoustic and shock waves in relaxing fluids.

The fully compressible model for the fluid flow coupled with the evolutionary
equation for the conserved order parameter (Cahn–Hilliard diffusion) was suggested
in Truskinovsky (1993) (see Appendix A). Later, Antanovskii (1995) presented a
derivation of a quasi-incompressible version which has some common features with
the model discussed in this paper, although the crucial dependence of the chemical
potential on the kinematic fluid pressure was missing.

Our derivation of the governing equations for the quasi-incompressible case differs
in several important ways from the general case of binary compressible mixtures. For
example, in the quasi-incompressible limit, the structure of the independent fluxes
and forces in the entropy inequality has to be modified, and the description in terms
of the Helmholtz free energy ceases to be complete. To demonstrate the effects of
quasi-incompressibility, we analyse the linear stage of spinodal decomposition in one
dimension. In the original treatment of this problem (Cahn 1961), the evolution of
the concentration field does not cause any fluid motion. Here, we show that when
the densities of the fluids are not perfectly matched, the evolution of the concentra-
tion field induces fluid motion even if the fluids are inviscid (compare with Koga &
Kawasaki (1991) and Gurtin et al . (1996), where an overdamped (viscous) approxi-
mation was considered).
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We then introduce a scaling that allows one to obtain the classical sharp interface
model (with a finite surface tension) as a limit of the dissipative quasi-incompressible
Euler–Cahn–Hilliard (ECH) equations. The corresponding separation of scales is
valid when the radius of curvature of the layers and their relative distance is small
compared with their thickness. Since the sharp interface model is conservative, the
dissipative terms disappear in this limit, which suggests that localized topological
transitions may be associated with localized dissipation. This general observation is
supported by the fully nonlinear computations on the pinching of two-dimensional
fluid–fluid jets, which we report elsewhere (Lowengrub et al . 1998a, b). In that work,
calculations were performed by using the quasi-incompressible ECH model and the
smooth break-up of a periodic jet into a system of droplets was captured. The
transition is marked by an abrupt decrease in the energy, and the dissipation is
localized, both spatially and temporally, near the point of the topological transi-
tion.

In order to investigate the behaviour of the model outside the range of parame-
ters where the sharp interface approximation is sufficient, we consider a quasi-static
description of the simplest topological transition: the annihilation (nucleation) of a
spherical droplet. When the radius of curvature is comparable to the thickness of
the layer, the classical behaviour associated with the Laplace formula is no longer
observed. We show that the ECH model permits the topological transition to occur
without an associated singularity. Our results, which are in accordance with an anal-
ysis of the CH model (Cahn & Hilliard 1959), suggest that the radius of curvature
of the diffuse droplets never decreases below a certain minimum value and that the
effective surface tension is a non-trivial function of the droplet size. We remark that
non-trivial curvature corrections to the ‘constant’ surface energy have also been stud-
ied by using first principles modelling based on particular intermolecular potentials
(see, for instance, Keller & Merchant 1991); the corresponding asymptotic expan-
sions, however, are only valid at small curvatures.

In § 2, we begin with a motivation of the partial miscibility regularization from
the perspective of a level set method and introduce specific expressions for the extra
stress tensor and extra energy density associated with the level set field. In § 3,
we give a new derivation of the Navier–Stokes–Cahn–Hilliard (NSCH) system and
analyse the special structure of the non-hydrostatic reactive stress tensor. We also
non-dimensionalize the NSCH system and introduce four independent dimensionless
constants of the model. In § 4, we discuss the concept of quasi-incompressibility and
derive the limiting system of governing equations. We then investigate its implica-
tions by including the effects of fluid motion in the classical analysis of spinodal
decomposition. In § 5, we show that when the internal length scale goes to zero,
an appropriately scaled quasi-incompressible system converges to the classical sharp
interface model. In § 6, we study the alternative case when the radius of curvature is
comparable to the thickness of the layer and consider the annihilation (or nucleation)
of a spherical droplet. Section 7 contains some concluding remarks.

2. Motivation

We begin by recalling the classical model of an inviscid one-component compressible
fluid at a constant temperature. The motion of the fluid is governed by the Euler
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equations,

ρ̇+ ρ div v = 0, (2.1)
ρv̇ − divP = 0, (2.2)

where v is the fluid velocity, ρ is the fluid density, P = −(ρ2∂f/∂ρ)1 is the spherical
stress tensor, and f(ρ) is the specific free energy. The notation (˙) = ( )t + v · ∇( ) is
used to denote the convective time derivative.

In the case of two immiscible fluids, equations (2.1) and (2.2) are assumed to
hold in the two fluid domains which are separated by a single smooth interface
Σ(t) = {x | ζ(x, t) = 0} that travels with the flow, i.e.

ζ̇ = 0. (2.3)

Let fluid 1 be in the domain Ω1, where ζ̇(x, t) > 0 and fluid 2 be in the domain
Ω2, where ζ(x, t) < 0. We use the indices 1 and 2 to denote the fluid quantities
in the corresponding domains. Further, let H(ζ) be the Heaviside function. Then
χ(x, t) = H(ζ(x, t)) is the characteristic function of the domain Ω1. Introduce the
density and velocity as follows:

ρ = ρ1χ+ ρ2(1− χ), v = v1χ+ v2(1− χ). (2.4)

Taking surface energy into account, the free energy can be written as

ρf = ρ1f1(ρ1)χ+ ρ2f2(ρ2)(1− χ) + σδΣ(x, t), (2.5)

where δΣ(x, t) = |∇ζ|δ(ζ) is the surface delta function, δ(ζ) is the one-dimensional
delta function, and σ is the surface energy per unit area, which is assumed to be
constant. The corresponding stress tensor P includes singular (in-plane) components
and is given by

P = −[p1(ρ1)χ+ p2(ρ2)(1− χ)]1 + σ(1− n⊗ n)δΣ(x, t), (2.6)

where p1,2 = (ρ2∂f/∂ρ)1,2 and

n(x, t) =
∇ζ
|∇ζ| (2.7)

is the normal to the interface Σ(t).
In order to derive the corresponding jump conditions on Σ(t), we substitute (2.4)

into the governing equations (2.1)–(2.3) and separate the regular and singular parts
of the result by using the following relations:

∇H = nδΣ , Ht = −DδΣ , (2.8)
div(n⊗ n) = −2κn+ (1− n⊗ n)∇ ln |∇ζ|, (2.9)

whereD = −ζt/|∇ζ| is the normal velocity of the surface and κ is the mean curvature,
which is chosen to be positive if the surface is convex. Then, we obtain the classical
jump conditions,

[[ρ(D − v · n)]] = 0, (2.10)
[[ρ(D − v · n)(v · t)]] = 0, (2.11)

[[ρ(D − v · n)v + pn]] = 2σκn, (2.12)

where t is either of the two independent vectors tangential to the surface of discon-
tinuity (t · n = 0), and [[ ]] = ( )1 − ( )2 denotes the jump of limiting values across
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the interface. Since the surface Σ(t) is advected by the flow, (v · n)1,2 = D, (2.10)
and (2.11) are satisfied automatically while (2.12) reduces to the classical Laplace
formula,

[[p]] = 2σκ. (2.13)

Although the classical sharp interface theory adequately describes the motion of
smooth interfaces, the model breaks down when interfaces intersect or the surface
curvature diverges (e.g. Hou et al . 1994, 1997). To describe the evolution beyond
these singular events, a continuous description of the surface layer is necessary. A
straightforward way to obtain such a description is to smooth the characteristic
function χ and to derive a desingularized system of equations. This approach is
known as a level set method, since the interface is assumed to be the zero level set of
the function ζ. Below, we briefly sketch our version of this approach which includes
a continuous description of surface tension (see also Brackbill et al . 1994; Chang et
al . 1996; Sussman et al . 1994). For a general background on level set methods, we
refer the reader to Sethian (1996).

Introduce a one-parameter sequence of functions χε, representing smooth approx-
imations of the Heaviside function H(ζ). An additional constraint must be imposed
on the sequence χε, in order to fix the numerical value of surface tension. Let us
assume that

lim
ε→0

∫ +∞

−∞
εχ′ε(ζ)2 dζ = σ. (2.14)

Then εχ′ε(ζ)2 → σδ(ζ) and ε|∇ζ|χ′ε(ζ)2 → σδΣ as ε→ 0. This suggests the following
regularization of the excess free energy associated with the surface,

ρf surf
ε =

ε

|∇ζ|∇χε(ζ)2 = ε|∇ζ|(χ′ε(ζ))2, (2.15)

which agrees with the singular part of (2.5) in the limit ε → 0. In order to obtain
the expression for the corresponding excess stress tensor P surf

ε , we calculate the rate
of change of the surface energy,

F surf
ε =

∫
Ω

ρf surf
ε dx, (2.16)

where Ω = Ω1 ∪Ω2. Since the interface is advected with the flow and the following
identities hold:

(∇ζ)· = −∇v · ∇ζ,
d
dt

(∫
Ω

|∇ζ|d3x

)
=
∫
Ω

|∇ζ|[(1− n⊗ n) : ∇v] d3x,

we get

d
dt

(F surf
ε ) =

∫
Ω

ε|∇ζ|χ′ε(ζ)2(1− n⊗ n) : ∇v d3x, (2.17)

where a : b = aijbij . Given that the time derivative of the energy equals the rate of
work done on the surface, it is straightforward to conclude that

P surf
ε = ε|∇ζ|χ′ε(ζ)2(1− n⊗ n), (2.18)
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which agrees with the singular part of (2.6) in the limit ε→ 0. By direct calculation,
the divergence of the stress tensor in (2.18) is

divP surf
ε = 2ε|∇ζ|χ′χ(ζ)2κ(ζ)n. (2.19)

Notice that n (normal) and κ (curvature) are interpreted here as parameters corre-
sponding to the appropriate contour line ζ(x, t) = const. The term (2.19) is respon-
sible for the pressure jump across the interface in the limit ε → 0 (Laplace formula
(2.13)). This term was first introduced by Brackbill et al . (1994). To our knowledge,
the above derivation and the expression for the excess stress (2.18) are new.

Let us now show that the regularized stress tensor (2.18) is sensitive to the choice of
smoothing, particularly when the interface curvature is large. Consider, for simplicity,
a spherically symmetric solution of the level set equations describing a spherical
droplet of fluid 1 inside an infinite domain occupied by the fluid 2. In statics, the
following equilibrium equation holds:

div(−p1 + ε|∇ζ|χ′ε(ζ)2(1− n⊗ n)) = 0, (2.20)

or, equivalently,

pr +
2ε
r
χ′ε(ζ)2ζr = 0. (2.21)

Since χε(ζ) and ζ(r) are given functions, we integrate (2.20) to get the resulting
jump in pressure,

p0 = p∞ + 2ε
∫ ∞

0

1
r
χ′ε(ζ)2ζr dr, (2.22)

where p0 = p(0) and p∞ = p(∞). Assume for determinacy that the level set function
is the distance function from a sphere with radius R0 centred at the origin, i.e.
ζ(r) = r−R0. Let χε(ζ) be the simple piecewise linear approximation of the Heaviside
function,

χ′ε(ζ) =


0, ζ 6 0,
σ/ε, ε/σ > ζ > 0,
0, ζ > ε/σ.

(2.23)

Then, if the radius is large (R� ε/σ), we obtain

p0 − p∞ =
2σ
R0

+O

(
ε

σR0

)
, (2.24)

which yields the Laplace formula (2.13) in the limit. However, if the radius is small
(0 < R0 < ε/σ), we obtain

p0 − p∞ = 2
σ2

ε
ln
[
1 +

ε

σR0

]
, (2.25)

which, for fixed ε, diverges logarithmically as R0 → 0. This is to be compared with
the 1/R0 divergence in the classical case (2.13). A different behaviour is obtained by
taking

εχ′ε(ζ)2 =

{
σ(1 + cosπζ)/2ε, |ζ| 6 ε,
0, |ζ| > ε,

(2.26)
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which is the approximation of a delta function originally used by Peskin in the bound-
ary method (Peskin 1977). For large R0, the formula (2.24) is recovered, however,
now there is a finite critical radius R∗0 = ε such that the pressure jump is finite in
the limit R0 → R∗0 and is not defined for R0 < R∗0. These two examples certainly do
not cover all the possibilities.

We observe, however, that the field χε, which is trivially advected by the flow in
the level set method, can be interpreted as describing the concentration of one of
the components of the binary fluid. This suggests that the theory should involve the
possibility of mixing of the two fluids and should introduce a realistic concentration
field c(x, t), evolving according to a suitable diffusion model coupled to the equations
of fluid flow. This idea of a physically motivated level set method constitutes the basis
of our partial miscibility regularization.

To be more specific, consider a heterogeneous mixture of two fluids with mass
concentrations ci = Mi/M , i = 1, 2. Here, Mi are the masses of the components in
the representative material volume V . Since M = M1 + M2, we have c1 + c2 = 1,
and let c = c1. Suppose that the two fluids move with different velocities vi and have
different apparent densities ρ̃i = Mi/V . Then the equation of mass balance for each
component can be written in the form,

∂ρ̃i
∂t

+ div(ρ̃ivi) = 0.

Introduce the mass-averaged velocity ρv = ρ̃1v1 + ρ̃2v2, where ρ = ρ̃1 + ρ̃2 = M/V
is the total density. Then

∂ρ

∂t
+ div(ρv) = 0.

The actual mass densities ρi = Mi/Vi are related to apparent mass densities ρ̃i
through ρ̃i = γiρi, where γi = Vi/V are the volumetric fractions. If the excess volume
of mixing is equal to zero (for instance, if γ1 is identified with V −1

∫
V
χdx), we obtain

an approximation of simple mixture (e.g. Joseph & Rennardy 1993), in particular
ρ−1(c) = ρ−1

1 + ρ−1
2 (1 − c). We remark that the above model of the mixing layer is

different from the more traditional models of homogeneous mixtures (see Atkin &
Crane (1976) and Bedford & Drumheller (1983) for comprehensive reviews).

Now we make assumptions about the energy of mixing. A fundamental fact of the
chemical thermodynamics of fluid mixtures is that even at low temperatures, there
is a limited miscibility between the so-called immiscible fluid components. This par-
tial miscibility is characterized by equilibrium concentrations c1 ≈ 0 (of the second
component in fluid 1) and c2 ≈ 1 (of the second component in fluid 2). As the
temperature increases, the two equilibrium concentrations approach each other and
eventually coincide so that the miscibility gap c2 − c1 closes at a critical tempera-
ture. Above the critical temperature, the system exhibits a continuous sequence of
molecular mixtures (solutions), for all c ∈ [0, 1], and the fluids are considered to be
completely miscible. Below the critical temperature, the equilibrium concentrations
can be obtained by the standard methods of equilibrium thermodynamics. The par-
ticular model of mixing at a given temperature is formulated in terms of the specific
free energy f = f(c) which is assumed to be convex if fluids are miscible and non-
convex if fluids are only partially miscible. The method of determining equilibrium
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concentrations is based on the following common tangent construction:

df
dc

∣∣∣∣
c1

=
df
dc

∣∣∣∣
c2

,

(
f − cdf

dc

)∣∣∣∣
c1

=
(
f − cdf

dc

)∣∣∣∣
c2

, (2.27)

which is due to Gibbs (1875a,b). Further details concerning the thermodynamics of
partially miscible fluids can be found in Landau & Lifshitz (1958).

In order to describe a continuous time-dependent concentration profile, we need
an additional dynamical equation for c(x, t) that is compatible with the equilibrium
conditions (2.27). We postulate that the relative motion of the fluids can be described
by a diffusional model. Then

ρċ = div(J), (2.28)

where the classical assumption for diffusional flux J is Fick’s law,

J = ν∇df
dc
. (2.29)

The convective derivative in (2.28) uses the mass-averaged velocity (introduced
above) and ρ is the total density of the mixture. The diffusion equation (2.28) can
now be written as

ρċ = div(D∇c), D = νd2f/dc2. (2.30)

If f(c) is non-convex, there is a domain of concentrations where the mixture is
unstable (d2f/dc2 < 0) and the diffusivity is negative (D(c) < 0). This domain is
known as the spinodal region and, inside this domain, the initial-value problem for
(2.30) is ill-posed (backwards diffusion). To regularize the problem, Cahn & Hilliard
(1958) added concentration gradients to the expression for the free energy (weak
non-locality)

f(c,∇c) = f0(c) + 1
2ε|∇c|2, (2.31)

and replaced the derivative df/dc in (2.29) by the variational derivative

δf

δc
=
∂f

∂c
− div

(
∂f

∂∇c
)
. (2.32)

Then, (2.28) takes the form

ρċ = div
(
ν∇
(

df0

dc
− ε∇2c

))
, (2.33)

which is known as the Cahn–Hilliard (CH) equation. In the case of planar equilibrium,
this model is compatible with the conditions (2.27). The CH equation was originally
derived to describe the linear regime of spinodal decomposition, or the near-critical
behaviour of mixtures, when the concentration gradients are small. Equation (2.31),
however, is generally considered to be valid throughout the nonlinear regime of fluid
separation even when the concentration gradients become large (see, for instance,
Kikuchi & Cahn 1962; Elliot 1989).

3. Governing equations

In this section, we derive a system of equations for two-component (binary) fluids
in which the components are immiscible and Cahn–Hilliard diffusion is coupled with
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inertial fluid motion. Suppose that the specific free energy depends, in addition to
density ρ and temperature T , on both the concentration of the constituent c and its
spatial gradient ∇c, i.e.

f = f(ρ, T, c,∇c). (3.1)

In order to emphasize the role of reactive coupling, and the particular kind of elas-
ticity which the dependence of the energy on gradients brings to the fluid flow, we
begin with an analysis of the conservative variant of the model. We assume that
the motion is isothermal and that all dissipative processes are infinitely slow on the
time-scale of the hydrodynamic problem. Later, we focus on dissipative mechanisms
such as diffusion, viscosity and heat conductivity.

For dissipation free flow, the system of governing equations can be obtained from
a variational principle where the Lagrangian takes the classical form

L =
∫ t2

t1

∫
Ω

ρ(1
2 |v|2 − f) d3xdt. (3.2)

Here, 1
2 |v|2 is the kinetic energy per unit mass and f(ρ, c,∇c) is the specific Helm-

holtz free energy at a given temperature. The five unknown fields are the fluid velocity
v(x, t), the mass density ρ(x, t), and the concentration c(x, t). The constraints on
the variations of the independent variables are conveniently prescribed in terms of
Lagrangian variables.

Let the coordinates ξ label the material particles in the initial configuration and
consider a motion of the fluid in the form x = x(ξ, t), where x is the current position
of the material particle and x(ξ, 0) = ξ. Then, the velocity is given by

v(ξ, t) = ẋ(ξ, t),

where the dot now denotes the partial time derivative at constant ξ. The density is
given by

ρ(ξ, t) =
ρ0(ξ)

det |dx/dξ| , (3.3)

where ρ0(ξ) is a given function. In the absence of chemical diffusion, the concentration
is advected by the flow, which means

c(x, t) = c0(ξ). (3.4)

Now, consider a class of competitors of the fluid flow x = x(ξ, t, ε). In order to
satisfy condition (3.4), we simultaneously vary the concentration field and let c =
c(x, t, ε). Introduce δ = d/dε|ε=0 and calculate the first variation of the Lagrangian
(3.2). This yields

δL = −
∫ t2

t1

∫
Ω

((ρv̇ − divP ) · δx+ µρδc) d3xdt

−
∫ t2

t1

∫
∂Ω

(Pn · δx+ t · nδc) dS dt+
∫
Ω

(ρv · δx)d3x
∣∣∣t2
t1
, (3.5)

where we have used the divergence theorem and the commutation relations respon-
sible for the non-trivial coupling between x and c, i.e.

δ∇c−∇δc = −(∇δx)∇c.
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In equation (3.5), the non-hydrostatic Cauchy stress tensor P is defined by

P = −ρ2 ∂f

∂ρ
1− ρ∇c⊗ ∂f

∂∇c . (3.6)

The second term in P is the extra reactive stress associated with the presence of con-
centration gradients (Ericksen’s stress (e.g. Ericksen 1991)). The vector t is defined
by

t = ρ
∂f

∂∇c (3.7)

and is a generalized surface force associated with the variation of the concentration
on the boundary. The generalized chemical potential µ is defined by

µ =
∂f

∂c
− 1
ρ

div
(
ρ
∂f

∂∇c
)
. (3.8)

We now fix the boundary and the initial displacements and use the constraint
δc = 0. Then, from the condition δL = 0, we obtain the linear momentum equation,

ρv̇ − divP = 0. (3.9)

The balance equations of the mass and the constituent follow from the constraints
(3.3) and (3.4) and are given by

ρ̇+ ρ div v = 0, (3.10)
ρċ = 0. (3.11)

Equations (3.9)–(3.11) form a closed system. The velocity and concentration fields
are coupled through the stress tensor (3.6) and through the convective component of
the time derivative in (3.11). Because of the assumption (3.4), neither the chemical
potential µ nor the generalized force t is manifestly present in (3.9)–(3.11). Both µ
and t, however, will play an important role in the diffusive part of the model.

Before we add the dissipative terms to the main system of equations, we discuss
some important properties of (3.9). Although the stress tensor P is non-hydrostatic,
it has a special structure. A direct calculation yields

divP = −ρ(∇g − µ∇c), (3.12)

where

g(ρ, c,∇c) = f + ρ
∂f

∂ρ
(3.13)

is the specific Gibbs free energy. The identity (3.12) was obtained in Roshin & Truski-
novsky (1989) for the special case µ = 0, but for a more general energy function
depending on the gradients of arbitrary order. From (3.9) and (3.12), the following
expression for the particle acceleration is obtained:

v̇ = −(∇g − µ∇c). (3.14)

This formula suggests a generalization of the classical Clebsch representation (Lamb
1945). Let us introduce three auxiliary functions Ψ(x, t), α(x, t), β(x, t) which satisfy

Ψ̇ = µ, α̇ = 0, β̇ = 0. (3.15)
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Then, the fluid velocity can be expressed as

v = ∇ϕ+ Ψ∇c+ α∇β, (3.16)

where the potential ϕ(x, t) satisfies the generalized Cauchy–Lagrange integral,

ϕ̇ = 1
2v

2 − g. (3.17)

To motivate the choices of the Clebsch potentials Ψ(x, t), α(x, t), β(x, t), we present
here an alternative (Eulerian) variational derivation of the main system of equations.

Consider the original functional L from (3.2) defined in Eulerian coordinates. The
independent fields (velocity, density and concentration) are now functions of x and
t. We introduce the following class of variations: v = v(x, t, ε), ρ = ρ(x, t, ε) and
c = c(x, t, ε). The constraints (3.10) and (3.11) can be added to the functional L
with Lagrangian multipliers. As is well known, it is necessary to add an additional
constraint in the form β̇ = 0, where β(x, t) is an arbitrary function (e.g. Davydov
1949; Salmon 1988). The Lagrangian then takes the form

L̄ =
∫ t2

t1

∫
Ω

ρ(1
2 |v|2 − f(ρ, c,∇c)− Ψċ− αβ̇) + ϕ(ρ̇+ ρ div v) d3xdt,

where ϕ(x, t), Ψ(x, t), α(x, t) are Lagrange multipliers. We assume that the initial
and boundary conditions are prescribed in such a way that no boundary terms arise
when we vary the functional L̄. Then, a straightforward calculation shows

δL̄ =
∫ t2

t1

∫
Ω

[
ρδv(v −∇ϕ− Ψ∇c− α∇β) + δρ

(
1
2v

2 − f − ρ∂f
∂ρ
− ϕ̇− Ψċ− αβ̇

)
+ δc(Ψ(ρ̇+ ρ div v) + ρ(Ψ̇ − µ)) + δϕ(ρ̇+ ρ div v)

− δΨρċ− δαβ̇ + δβ(ρα̇+ α(ρ̇+ ρ div v))
]

d3xdt.

The functional is stationary if, in addition to the constraints (3.3) and (3.4), equa-
tions (3.15)–(3.17) are satisfied.

Note that for a single-component fluid, ∇c = 0, and the classical Clebsch rep-
resentation is recovered. The non-classical term Ψ∇c in (3.16) is important as an
additional source of fluid vorticity w = curl(v), since

w = ∇Ψ ×∇c+∇α×∇β.
Notice also that the chemical potential gradient and the concentration gradient con-
tribute to the generation of vorticity, even in the non-dissipative case, since

ẇ −w · ∇v +w div v = ∇µ×∇c.
Let us now turn to the dissipative part of the model. We shall derive the governing

equations in two steps. Suppose first that the motion is isothermal, the fluids are
inviscid, and assume that, in addition to advective transport of the component, there
is also chemical diffusion. In order for the mass of each component to be conserved,
the following conservation equation must hold:

ρċ = divJ , (3.18)

where J is the diffusional flux vector. To derive constitutive relations for J , we use
the first and the second laws of thermodynamics as follows.
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Consider the integral energy balance (first law of thermodynamics),

d
dt

(E +K) = A+Q, (3.19)

where

E =
∫
Ω

eρd3x, K = 1
2

∫
Ω

ρ|v|2 d3x, A =
∫
∂Ω

(Pn · v + (t · n)ċ) dS

are the internal energy, the kinetic energy and the rate of work done on the surface
of the material domain Ω, respectively. The form of A is suggested by our variational
analysis in the conservative case (see equation (3.5)). Finally,

Q =
∫
Ω

r d3x

is the volume rate of heat supply (radiation). In the above, e is the specific internal
energy, P is the stress tensor given in (3.6), t is the generalized force defined in
(3.7) and r is the density of heat sources necessary to insure that the temperature is
constant. Now, suppose that the balance equations (3.9) and (3.10) hold. Then, the
local form of the energy balance equation (3.19) is

ρė = P : ∇v + div(tċ) + r. (3.20)

Using e = e(ρ, s, c,∇c), where s is the specific internal entropy and T = ∂e/∂s is the
temperature, equation (3.20) can be rewritten as the balance of entropy

ρT ṡ =
(
P + ρ2 ∂e

∂ρ
1 + ρ∇c⊗ ∂e

∂∇c
)

: ∇v

+
(
t− ρ ∂e

∂∇c
)
· ∇ċ− ρ

[
∂e

∂c
− 1
ρ

div(t)
]
ċ+ r (3.21)

(cf. Gurtin 1989). Note that the partial derivatives of the specific internal energy e
in (3.21) are equal to the corresponding partial derivatives of the specific Helmholtz
free energy f = e − Ts. Using the definitions (3.6)–(3.8), equation (3.21) can be
simplified to yield

ρT ṡ = −ρµċ+ r. (3.22)

According to the second law of thermodynamics, in the form of the Clausius–Duhem
inequality, we have

ρχ > 0 where ρχ ≡ ρṡ+ div I− r/T, (3.23)

where χ is the internal dissipation and I is the entropy flux (see Truesdell & Noll
1965). Now, we specify the constitutive models for I and χ, to make (3.22) compatible
with (3.23). By analogy to the classical theory of (isothermal) diffusion, we assume
that

I = µJ/T (3.24 a)

and

J = ν∇µ (generalized Fick’s law), (3.24 b)
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where ν > 0 is the mobility coefficient (see Landau & Lifshitz 1959). This is in
agreement with the inequality in (3.23) since

ρχ = (ν/T )|∇µ|2 > 0. (3.25)

With the definitions (3.24) and (3.8), the constituent balance equation (3.18) becomes

ρċ = div
(
v∇
(
∂f

∂c
− 1
ρ

div
(
ρ
∂f

∂∇c
)))

, (3.26)

which is a compressible analogue of the CH equation (2.33). Alternatives to (3.24),
in the case of non-local free energies, are discussed in Truskinovsky (1993).

We are now in a position to add viscosity and heat conductivity to the model.
Following Truskinovsky (1993), we generalize the entropy equation (3.22) by adding
the viscous stress tensor P̃ and the heat flux vector q. Then,

ρT ṡ = −ρµċ+ P̃ : ∇v − div q + r. (3.27)

We also modify (3.24 a) to get

I = (q + µJ)/T, (3.28)

so the rate of entropy production takes the form

ρχ =
P̃ : ∇v
T

− q (∇T )
T 2 + J∇µ

T
. (3.29)

We now specify the constitutive models of P̃ , q and J . The simplest model, based
on the linear thermodynamics of non-equilibrium processes, assumes linear relations
between P̃ , q, J and ∇v, ∇T , ∇µ, i.e.

P̃ = L1[∇v,∇T,∇µ], q = L2[∇v,∇T,∇µ], J = L3[∇v,∇T,∇µ], (3.30)

where the linear operators L1, L2 and L3 are chosen to guarantee the non-negativity
of ρχ. Note that since the presence of concentration gradients creates local anisotropy,
the relations in (3.30) may be more complicated then those usually assumed in the
classical case of an isotropic single-component fluid. For example, the local anisotropy
can introduce coupling between the vector and the tensor fluxes. In the relations
(3.30), there may be up to five viscosity coefficients and up to two heat conductivity
coefficients; the general expressions are discussed in Roshin & Truskinovsky (1989).

In the remainder of this paper, we restrict our attention to the isothermal model
with (i) the Cahn–Hilliard specific free energy,

f(ρ, c,∇c) = f0(ρ, c) + 1
2ε|∇c|2; (3.31)

(ii) the diffusion flux J given by the generalized Fick’s law (3.24 b); and (iii) the
viscous stress tensor P̃ given by the classical isotropic two-parameter formula,

P̃ = η(∇v +∇vT) + λ(∇ · v)1. (3.32)

Then, from the definition (3.6), we obtain the non-viscous contribution to the stress
tensor,

P = −p01− ερ∇c⊗∇c = −(p0 + ερ|∇c|2)1 + ερ|∇c|2
[
1− ∇c|∇c| ⊗

∇c
|∇c|

]
, (3.33)

where p0(ρ, c) = ρ2∂f0/∂ρ. It is instructive to compare the reactive contribution
to P with the corresponding formula in (2.18) for the regularized extra surface
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stresses in the level set theory of § 1, identifying n with ∇c/|∇c| and χε, with c. The
identification of the second term in (3.33) with P surf

ε in (2.18) is straightforward.
However, we note that in (3.33), there is an additional spherical component that is
absent in the expression used in the level set method.

We finally collect the equations of motion and write the closed system of equations
as

ρ̇ = −ρ div v,

ρv̇ = −∇p0 + div[η(∇v +∇vT)− ερ∇c⊗∇c] +∇[λ(∇ · v)],
ρċ = div[ν∇(µ0 − (ε/ρ) div(ρ∇c))],

 (3.34)

where µ0(ρ, c) = ∂f0/∂c. These equations describe the motion of a binary viscous
compressible fluid. We refer to (3.34) as the Navier–Stokes–Cahn–Hilliard (NSCH)
system. We non-dimensionalize the NSCH system as follows. Suppose for simplicity
that the dimensional parameters ν, ε and η are constants and assume that the bulk
viscosity is equal to zero, i.e. λ = −2

3η. Let L∗ and V∗ denote the characteristic
scales of length and velocity. Then, introduce the dimensionless independent variables
x̄ = x/L∗, t̄ = V∗t/L∗ and the following natural scaling of the dependent variables:
v̄ = v/V∗, ρ̄ = ρ/ρ∗, p̄ = p0(ρ∗µ∗), µ̄0 = µ0/µ

∗, where again the subscripts denote
characteristic quantities. Omitting the bar notation, the NSCH system can now be
rewritten as

ρ̇ = −ρ div v,

ρv̇ = − 1
M

[∇p+ C div(ρ∇c⊗∇c)] +
1
Re

(∇v + 1
3∇ div v),

ρċ =
1
Pe
∇
[
µ0 − C 1

ρ
div(ρ∇c)

]
,

 (3.35)

where Re = ρ∗V∗L∗/η is the classical Reynolds number, Pe = ρ∗V∗L∗/(νµ∗) is the
diffusional Peclet number, M = V 2

∗ /µ∗ is an analogue of the Mach number and
C = ε/(µ∗L2

∗) is a measure of the thickness of the interface (Cahn or capillary
number). In addition to the main system of equations, we non-dimensionalize the
energy of the finite fluid body

E =
∫
Ω

(1
2v

2 + f0(ρ, c) + 1
2ε|∇c|2)ρ d3x

by rescaling Ē = E/(L3
∗ρ∗V

2
∗ ) and f̄0 = f0/µ∗. Dropping the bar notation, we obtain

E =
∫
Ω

ρ{1
2v

2 + (1/M)[f0(ρ, c) + 1
2C|∇c|2]} d3x. (3.36)

We note that the parameters Re and Pe are non-dimensional measures of the dis-
sipation in the model, while the parameter C is a non-dimensional measure of the
dispersion. When Re =∞ (ECH system), the only source of dissipation is molecular
diffusion and the resulting system represents a non-trivial dissipative extension of
the Euler equations which is different from the classical Navier–Stokes system.

4. Quasi-incompressibility

In this section, we develop a model of a binary Cahn–Hilliard fluid in which both
constituents are incompressible. We call such a fluid quasi-incompressible and show
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that quasi-incompressibility and incompressibility differ in several important ways. In
particular, the density of a quasi-incompressible isothermal fluid may not be constant
and the velocity may not be solenoidal. In the context of a theory for miscible fluids,
distinctions between quasi-incompressible and incompressible fluids were recently
pointed out by Joseph (1990). Here, we begin with a purely thermodynamic definition
of quasi-incompressibility and then turn to the dynamic equations.

In classical equilibrium thermodynamics, one can use, as a thermodynamic poten-
tial, either the Helmholtz free energy f(ρ, T, c) or the Gibbs free energy g(p, T, c).
The two are related through a Legendre transformation. The equivalency between
the two descriptions fails if the Legendre transformation becomes degenerate, which
is the case in an incompressible fluid.

We first show that the thermodynamic description in terms of the Helmholtz free
energy is degenerate in the case of incompressible fluids. Consider, for simplicity, a
single-component fluid. If the fluid is compressible and the formula p = ρ2∂f/∂ρ
can be inverted at a given temperature, we obtain ρ = ρ(p, T ). Now consider an
incompressible fluid, which we take to mean a fluid whose isothermal compressibility
is zero:

ρ(p, T ) = ρ̂(T ). (4.1)

As a result, p cannot be found uniquely from its thermodynamic definition. Thus,
for an incompressible fluid, the mapping between the p–T - and ρ–T -planes is not
one-to-one, and the Helmholtz potential f(ρ, T ) is not defined off the line ρ = ρ̂(T ).

The thermodynamic description in terms of the Gibbs energy g(p, T ), however, is
still valid for incompressible fluids and the following relations hold:

ρ−1 =
∂g

∂p
, s = − ∂g

∂T
, µ =

∂g

∂c
. (4.2)

We can also formally define a Helmholtz free energy as a function of p, rather than
ρ, by

f(p, T ) = g(p, T )− p∂g
∂p
. (4.3)

In terms of the Gibbs energy, the condition of incompressibility (4.1) is equivalent to

∂2g

∂p2 = 0, (4.4)

which is also a condition of the degeneracy of the Legendre transformation limiting
the Gibbs and Helmholtz descriptions.

Now consider a binary fluid and suppress, temporarily, the dependence of the Gibbs
free energy upon concentration gradients. Assume that condition (4.4) is satisfied
for ĝ(p, c, T ). In spite of the fact that we use the same condition that we used to
define a single-component incompressible fluid, we shall refer to the binary fluids
satisfying (4.4) as quasi-incompressible instead of incompressible. This is done in
order to emphasize that the mixtures made of incompressible components may be
compressible at fixed T due to variations of c.

Condition (4.4) implies that the Gibbs energy is a linear function of pressure, i.e.

ĝ(p, c, T ) = f̂(c, T ) +
p

ρ̂(c, T )
, (4.5)
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where f̂ and ρ̂ are constants of integration. From (4.2) and (4.3), we conclude that

ρ(p, c, T ) = ρ̂(c, T ) and f(p, c, T ) = f̂(c, T ). (4.6)

Next, from (4.2), we obtain

µ(p, c, T ) = µ̂ ≡ ∂f̂

∂c
− pρ̂−2 ∂ρ̂

∂c
, (4.7)

which shows that in quasi-incompressible fluids, the chemical potential explicitly
depends on the (kinematic) pressure. The introduction of concentration gradients
does not change this analysis in an essential way.

Let us now derive the system of dynamic equations for the isothermal flow of a
quasi-incompressible fluid in the presence of diffusion. First, note that from equa-
tion (3.10) one can derive

div v = − ρ̇
ρ

= −ρ̂−1
(
∂ρ̂

∂c

)
ċ. (4.8)

Therefore, div v may be non-zero in the presence of diffusion; this introduces com-
pressibility effects into the model. We next rewrite equation (3.20) by using

e = ê(p, c,∇c, T ) ≡ ĝ + T ŝ− p/ρ̂,
where ĝ(p, c,∇c, T ) = f̂(c,∇c, T ) + p/ρ̂(c, T ) and ŝ = −∂ĝ/∂T . Now, since the
pressure is no longer defined by standard thermodynamic formulas, we do not assume
particular expressions for the stress tensor P and the generalized surface force t, and
instead follow a standard approach of continuum mechanics based on the Clausius–
Duhem inequality (Truesdell & Noll 1965). This gives

ρ̂T ṡ =
(
P + ρ̂∇c⊗ ∂f̂

∂∇c
)

: ∇v − ρ̂
[
∂f̂

∂c
− 1
ρ̂

div(t)
]
ċ+

[
t− ρ̂ ∂f̂

∂∇c
]
· ∇ċ+ r.

(4.9)

Since mass is conserved, (3.10) and (4.8) hold. This means that ∇v and ċ are not
independent. Let Dv = ∇v − (1

3 div v)1 be the deviatoric part of ∇v and rewrite
(4.9) as

ρ̂T ṡ =
(
P + ρ̂∇c⊗ ∂f̂

∂∇c
)

: Dv +
[
t− ρ̂ ∂f̂

∂∇c
]
· ∇ċ

−
[

1
3

(
trP + ρ̂∇c · ∂f̂

∂∇c
)
ρ̂−1 ∂ρ̂

∂c
+ ρ̂

(
∂f̂

∂c
− 1
ρ̂

div(t)
)]
ċ+ r, (4.10)

where we have used (4.8). Now, following the approach of § 3, assume that the first
two terms on the right-hand side of (4.10) are non-dissipative. Then, we obtain

P + ρ̂∇c⊗ ∂f̂

∂∇c = −p1 and t = ρ̂
∂f̂

∂∇c , (4.11)

where p is an arbitrary scalar. Now, (4.10) reduces to

ρT ṡ = −ρ̂µ̂ċ+ r,

where

µ̂ = 1
3

(
trP + ρ̂∇c · ∂f̂

∂∇c
)

1
ρ̂2

∂ρ̂

∂c
+
[
∂f̂

∂c
− 1
ρ̂

div(t)
]

(4.12)
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is the generalized chemical potential. Using (4.11), we rewrite (4.12) as

µ̂ = − p

ρ̂2

∂ρ̂

∂c
+
[
∂f̂

∂c
− 1
ρ̂

div
(
ρ̂
∂f̂

∂∇c
)]
. (4.13)

Hence, in accordance with (4.7), we recover the same linear dependence of the chem-
ical potential on the kinematic pressure as in the preceding thermodynamic analysis.
The rest of the derivation follows the pattern described in § 3.

As a result, we obtain the following system of equations governing the motion of
quasi-incompressible fluids:

div v = −1
ρ̂

(
∂ρ̂

∂c

)
ċ, (4.14 a)

ρ̂v̇ = −∇p+ div
[
η(∇v +∇vT)− ερ̂∇c⊗ ∂f̂

∂∇c
]

+∇[λ(∇ · v)], (4.14 b)

ρ̂ċ = div
(
ν∇
(
∂f̂

∂c
− p

ρ̂2

∂ρ̂

∂c
− 1
ρ̂

div
(
ρ̂
∂f̂

∂∇c
)))

. (4.14 c)

If we further adopt the model of a simple mixture and assume that

ρ̂−1(c) = ρ−1
1 c+ ρ−1

2 (1− c), (4.15)

where ρ1 and ρ2 are constant densities of the constituents (cf. Joseph 1990), equa-
tion (4.14 a) can be rewritten as

div(v − αν∇µ̂) = 0. (4.16)

Here we have used equation (4.14 c) and let α = (ρ2 − ρ1)/ρ2ρ1. It follows from
(4.16) that the velocity field is solenoidal only if the densities are perfectly matched
(ρ1 = ρ2). We note that in Galdi et al . (1991), an equation analogous to (4.16) was
derived in the context of a theory for miscible fluids.

To obtain the quasi-incompressible NSCH system, we suppose that the free energy
takes the form

f̂(c,∇c) = f̂0(c) + 1
2ε|∇c|2, (4.17)

and non-dimensionalize the variables as in § 3. This yields

div v = −1
ρ̂

(
∂ρ̂

∂c

)
ċ, (4.18 a)

ρ̂v̇ = − 1
M

[∇p+ C div(ρ̂∇c⊗∇c)] +
1
Re

(∇v + 1
3∇ div v), (4.18 b)

ρ̂ċ =
1
Pe
∇2µ̂, (4.18 c)

where

µ̂ = µ0(c)− p

ρ̂2

∂ρ̂

∂c
− C

ρ̂
div(ρ̂∇c), (4.19)

and µ̂0(c) = df̂0/dc. The initial conditions are given by v(x, 0) = v0(x) and c(x, 0) =
c0(x). For the velocity, the usual no-slip (Re < ∞) or no-flow (Re = ∞) boundary
conditions can be posed

v = uΩ or v · n = uΩ · n
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on ∂Ω, respectively. For the concentration field, Neumann boundary conditions

∇c · n and ∇µ · n = hµ

on ∂Ω are natural and prescribe the generalized force (conjugate to the variation of
the concentration of the component on the surface) and the flux of the component;
Dirichlet or mixed conditions could be used as well.

To illustrate the role of compressibility in the dynamics of quasi-incompressible
fluids, we now consider an elementary one-dimensional model describing the linear
stage of spinodal decomposition; the treatment, in a purely diffusional setting with
no fluid motion, is due to Cahn (1961). In the density-matched case, our model
reduces to the one considered by Cahn. In this case, the fluid equations decouple from
the diffusional problem and the condition (4.18 a) prevents the flow of the fluid. In
general, however, α 6= 0 and diffusion driven flow can occur in quasi-incompressible
fluids.

To demonstrate this point, consider an inviscid quasi-incompressible fluid with
density given by (4.15). Further, let

v = u(x, t)e1, c = c(x, t) and p = p(x, t), (4.20)

where e1 is the unit vector in the x-direction. Assuming there is no overall bulk
motion, equations (4.18) and (4.19) yield

u = (α/Pe)µ̂x. (4.21)

With α 6= 0, any fluid motion in this one-dimensional setting is a direct result
of quasi-incompressibility; an additional coupling between diffusion and motion in
dimensions greater than one, induced by viscosity, is discussed by Koga & Kawasaki
(1991) and Gurtin et al . (1996) among others. Using (4.20) and (4.21) in the ECH
system (4.18), (4.19), we obtain the reduced system:

α2M

Pe
ρ̂

(
µ̂xt +

α

Pe
µ̂xµ̂xx

)
= (µ̂0(c)− µ̂− Ccxx)x, (4.22)

ρ̂

(
ct +

α

Pe
µ̂xcx

)
=

1
Pe
µ̂xx, (4.23)

where ρ̂(c)−1 = αc+ρ−1
2 . Next, we linearize this system around the constant state c =

c∗, µ̂ = µ̂0(c∗) and consider solutions of the form c = c∗+c′(x, t), µ̂ = µ̂0(c∗)+µ′(x, t).
The linearized equations for the primed variables are given by

Peρ̂∗c′t = µ′xx, (4.24)

µ′ =
∂µ0(c∗)
∂c

c′ − Cc′xx −
α2M

Pe
ρ̂∗µ′t, (4.25)

where ρ̂∗ = ρ̂(c∗). For the solutions proportional to exp(λt + ikx), we obtain the
dispersion relation

C(k2 − k2
c )k2 + Peρ̂∗λ+ α2Mρ̂2

∗λ
2 = 0, (4.26)

where

k2
c = −C−1 ∂µ̂0(c∗)

∂c
(4.27)
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is the critical wave number obtained in Cahn (1961). For α = 0, the growth rate is

λc =
C

ρ̂∗Pe
k2(k2

c − k2), (4.28)

which can also be found in Cahn (1961).
For α 6= 0, there are two branches in the dispersion relation. One branch represents

the compressible generalization of (4.28) and is given by

λ+ = 1
2

[
− Pe

α2Mρ̂∗
+

√
Pe2

α4M2ρ̂2∗
− 4C(k2 − k2

c )k2

α2Mρ̂2∗

]
. (4.29)

The other branch,

λ− = 1
2

[
− Pe

α2Mρ̂∗
−
√

Pe2

α4M2ρ̂2∗
− 4C(k2 − k2

c )k2

α2Mρ̂2∗

]
, (4.30)

describes ‘sonic’ waves. For α 6= 0 and large k, we have both dispersion (Im(λ±) ≈ k2)
and dissipation (Re(λ±) = −Pe/(α2Mρ̂∗)). This is in contrast with the case α = 0
where, at large k, Re(λc) ≈ −k4 and Im(λc) = 0. Notice that for c∗ lying in the spin-
odal region (∂µ̂0(c∗)/∂c < 0), there is an unstable range of wave numbers |k| 6 k∗
where Re(λ+) > 0. It is interesting that both k∗ and k∗m, the wave number corre-
sponding to the maximum growth rate, are independent of α and are unaffected by
compressibility. The maximum growth rate λ+(k∗m), however, is a decreasing func-
tion of α. Note also that Re{λ−(k)} 6 0, for all k, and no instability is associated
with this branch. We remark that there is a finite k∗∗ such that for |k| > k∗∗, the
real parts of both growth rates coincide and Re{λ±} = −Pe/(2α2Mρ̂∗).

The two growth rates are illustrated in figure 1, where we have taken µ0(c) =
c(c − 1)(c − 1

2), c∗ = 1
2 and assumed the scaling C = γ2, Pe = 1/γ, M = γ. As we

discuss in the next section, this is an appropriate scaling that yields a sharp interface
limit with a finite surface tension as γ → 0.

Finally, let ak, bk and dk be the Fourier amplitudes of c′(x, t), µ′(x, t) and u′(x, t),
respectively. Then,

b±k = −Peρ̂∗λ±(k)
k2 a±k and d±k = αρ̂∗

λ±(k)
ik

a±k ,

which means that for perturbations in the unstable interval |k| 6 k∗, there is a
quarter-period phase shift between the velocity and the concentration, and the flow
is directed towards the minima of c′(x, t).

5. Sharp interface limit

In this section (with details in the appendix), we show that when the interfacial
thickness is small (compared to the radius of curvature of the interfacial layer and
the distance between layers), the appropriately scaled ECH system converges to the
classical sharp interface model (with surface tension) described in § 2. For simplic-
ity, we suppose that the fluid is inviscid and quasi-incompressible. To justify the
scaling of the non-dimensional parameters, we begin by considering an elementary
special solution describing the structure of an isolated planar interface between two
immiscible fluids.
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Figure 1. Real and imaginary parts of the growth rates λ̃ = γρ̂∗λ± (see (4.29) and (4.30)) as
functions of k̃ = γk. Close-ups of (a) Re{λ̃±}, (b) Re{λ̃±}, (c) Im{λ̃±}. The +,− indicate the
corresponding branches. The parameters are γ = 0.1 and α = 0 (solid curve); α = 2.5 (dashed
curve); and α = 5 (dot-dashed curve).

We assume that the normal to the planar layer is parallel to the z-axis and that the
fluid velocity, pressure and concentration are independent of t, x and y. We further
suppose there is no fluid velocity in the z-direction. Under these assumptions, the
ECH equations (4.18), (4.19) reduce to

pz + C(ρ̂c2z)z = 0, (5.1)(
df̂0

dc
− p

ρ̂2

∂ρ̂

∂c
− C

ρ̂
(ρ̂cz)z

)
zz

= 0. (5.2)

This system is considered on the whole axis with the following boundary conditions:

c→ c± and p→ p± as z → ±∞. (5.3)

We remark that (in the inviscid case) an arbitrary z-dependent motion in the xy-
plane can be superimposed. This is a consequence of the fact that in spite of the
non-hydrostatic character of the stress tensor, shear motions are decoupled from the
concentration problem.

From equation (5.1), we see that for the given concentration field c(z), the pressure
p(z) can be obtained from

p(z) = p− − Cρ̂c2z. (5.4)

To determine the concentration field, we use the Gibbs free energy

ĝ0(c) = f̂0(c)− p−/ρ̂(c) (5.5)
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and substitute (5.5) into equation (5.2) to obtain
1
2Cc

2
z = ĝ0(c)− ĝ0(c−)− µ−(c− c−). (5.6)

Here, µ− = dĝ0/dc|c− . In order for the boundary-value problem (5.3), (5.4) and (5.6)
to have a solution, certain constraints on the limiting values (5.3) must be imposed.
It is not hard to see that these constraints coincide with the classical thermodynamic
conditions of equilibrium:

p+ = p−, (5.7)
dĝ0

dc

∣∣∣∣
c−

=
dĝ0

dc

∣∣∣∣
c+

, (5.8)

ĝ0(c−)− dĝ0

dc

∣∣∣∣
c−

c− = ĝ0(c+)− dĝ0

dc

∣∣∣∣
c+

c+. (5.9)

As a result, from the four constants c± and p±, only one may be chosen indepen-
dently. The condition (5.7) shows that there is no pressure jump across the interfacial
layer which is a consequence of the fact that the interface is flat. In the case of sim-
ple mixtures, where the density is given by (4.15), the energies ĝ0(c) and f̂0(c) differ
by a linear function of concentration. Therefore, ĝ0(c) can be replaced by f̂0(c) in
equations (5.6), (5.8) and (5.9) so that (5.8) and (5.9) reduce to the Gibbs condi-
tions (2.28). In the analysis that follows, we only consider simple mixtures.

We now specify the location of the interface z0 through the balance of the con-
stituent mass ∫ z0

−∞
(ρ̂c− ρ−c−) dz =

∫ +∞

z0

(ρ+c+ − ρ̂c) dz. (5.10)

Given z0, one can calculate the surface energy associated with the interfacial layer.
Let σ be dimensionless excess free energy per unit area, then

σ =
C

2M

∫ +∞

−∞
ρ̂c2z dz +

1
M

[∫ z0

−∞
{ρ̂(c)f̂0(c)− ρ−f̂0(c−)} dz

+
∫ +∞

z0

{ρ̂(c)f̂0(c)− ρ+f̂0(c+)} dz
]
, (5.11)

where we have used formula (3.36). A straightforward calculation using (5.6) and
(5.11) yields

σ =
C

M

∫ +∞

−∞
ρ̂c2z dz =

√
2C
M

∫ c+

c−
ρ̂(c)

√√√√f̂0(c)− f̂0(c−)− df̂0

dc

∣∣∣∣
c−

(c− c−) dc,

(5.12)

which shows that σ can be evaluated without reference to the detailed structure of
the concentration profile. For example, if the free energy f̂0(c) is given by

f̂0(c) = 1
4(c− c−)2(c− c+)2, (5.13)

the coefficient of surface tension is

σ =
√
C

2M
√

2
ρ+ρ−

(c+ − c−)3

(ρ− − ρ+)2

[
ρ+ + ρ− +

2ρ+ρ−
ρ− − ρ+

ln
ρ+

ρ−

]
. (5.14)
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In this particular case, the concentration distribution c(z) and pressure distribution
p(z) can also be found explicitly:

c(z) = 1
2(c+ + c−) + 1

2(c+ − c−) tanh
[

(c+ − c−)(z − z0)
2
√

2C

]
, (5.15)

p(z) = p− − 1
32 ρ̂(c)(c+ − c−) sech4

[
(c+ − c−)(z − z0)

2
√

2C

]
. (5.16)

Here, z0 is the position of the interface from equation (5.10).
Equation (5.12) reveals that both the gradient energy term ρ̂c2z and the bulk

chemical energy term ρ̂f̂0 contribute equally to the surface energy. This is in contrast
with the situation in the level set approach (§ 1), where surface tension arises only
from the gradient term (see equation (2.15)).

We now turn to the asymptotic analysis of the ECH equations in the limit when the
interfacial layers are thin and isolated. In view of equation (5.15), the sharp interface
limit involves taking C → 0. Also, equation (5.12) shows that in order to have a
finite surface tension coefficient in this limit, the generalized Mach number must
satisfy M ∼ √C. Therefore, it is natural to introduce a small parameter γ =

√
C as

a measure of the thickness of the interface, and to assume the scaling M = γ. This
essentially fixes the coefficient of surface tension. We also take Pe = 1/γ, which means
that diffusion is assumed to be slow. The scaling of M implies that the characteristic
velocity V∗ � √µ∗, while the scaling of Pe is equivalent to the following restriction
on the mobility ν � ρ∗L∗/

√
µ∗. Similar scaling has recently been used by Gurtin et

al . (1996) and Golovaty (1996) in the framework of model H. We remark that the
sharp interface limit can also be obtained by using the assumption of faster diffusion,
say Pe = 1 (cf. Starovoitov 1994).

Using the above scaling (and Re =∞), we rewrite the ECH system as

div v = −1
ρ̂

(
∂ρ̂

∂c

)
ċ, (5.17)

ρ̂v̇ = −(1/γ)[∇p+ γ2 div(ρ̂∇c⊗∇c)], (5.18)
ρ̂ċ = γ∇µ̂, (5.19)

where

µ̂ =
df̂0

dc
− p

ρ̂2

∂ρ̂

∂c
− γ2

ρ̂
div(ρ̂∇c). (5.20)

We show in the appendix that this system, in the case of an isolated transition layer,
is compatible with the sharp interface incompressible Euler model in the limit γ → 0.

6. Example of a topological transition

If the curvature of the transition layer is large, e.g. κ = O(1/
√
C), then the asymp-

totic analysis presented in the previous section breaks down. For this type of transi-
tion layer, the NSCH system behaves differently from the sharp interface model. For
example, in the sharp interface model for inviscid fluids, the Laplace formula says
that the pressure diverges at large curvatures, which is typical near a topological tran-
sition. In the NSCH model, the effective surface tension varies with curvature , which
mollifies this divergence. To demonstrate this effect, we consider a simple example
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of a topological transition: the annihilation (nucleation) of a spherical droplet of one
fluid immersed in an infinite reservoir of another fluid. The simplicity of the geome-
try allows us to investigate the fine structure of the diffuse interface when the radius
of the drop is O(

√
C).

Suppose that there is no fluid motion, and consider stationary solutions of the
quasi-incompressible NSCH system (4.18), (4.19) with spherical symmetry. The
resulting system of ordinary differential equations is

pr + (C/r2)(ρ̂r2c2r)r = 0, (6.1){
r2
[

df̂0

dc
− p

ρ̂2

∂ρ̂

∂c
− C

ρ̂r2 (ρ̂r2cr)r

]
r

}
r

= 0, (6.2)

which is analogous to the system (5.1), (5.2) for the planar interface. The boundary
conditions are given by

lim
r→∞ c(r) = c∞ and lim

r→∞ p(r) = p∞. (6.3)

Symmetry considerations also require that cr → 0 as r → 0. Contrary to the planar
case, the constants c∞ and p∞ can be chosen independently as we shall see below.
While equations (6.1) and (6.2) always have a trivial homogeneous solution c(r) = c∞
and p(r) = p∞, we seek non-trivial solutions in which the concentration is a monotone
function of r. By varying c∞, or by varying the mass of the constituent, we can vary
the size of the droplet. The corresponding sequence of equilibrium states may also
be interpreted as describing a quasi-steady evolution.

As in the planar case, equations (6.1) and (6.2) can be decoupled. If the densities of
the fluids are not matched (i.e. dρ̂/dc 6= 0), we obtain an integro-differential equation
for the concentration field. In fact, equation (6.1) can be integrated to yield

p = p∞ − Cρ̂c2r + 2C
∫ ∞
r

ρ̂
c2r
r

dr, (6.4)

while equation (6.2) can be transformed to

−1
2Cc

2
r = f̂0(c)− [f̂0(c∞) + µ∞(c− c∞)] +

(
p

ρ̂
− p∞
ρ̂∞

)
, (6.5)

where µ∞ = df̂0/dc(c∞) and ρ̂∞ = ρ̂(c∞). From equations (6.4) and (6.5), we obtain
the following necessary conditions for the existence of a non-trivial solution:

p0 = p∞ + 2C
∫ ∞

0
ρ̂
c2r
r

dr, (6.6)

f̂0(c0)− [f̂0(c∞) + µ∞(c0 − c∞)] +
(
p0

ρ̂0
− p∞
ρ̂∞

)
= 0, (6.7)

where p0 = p(0), c0 = c(0) and ρ̂0 = ρ̂(c0). These conditions are analogous to condi-
tions (5.7)–(5.9) in the planar case. Since there are only two equations for the four
unknowns, c0, c∞, p0 and p∞, we see that c∞ and p∞ can be chosen independently
of each other.

In order to compare the diffuse fluid drop with a sharp interface drop, we introduce
an effective radius through the mass balance condition (analogous to equation (5.10)
defining z0 in the planar case). For simplicity, we suppose that the density is given
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by the simple mixture formula (4.15). The effective radius of the diffuse drop, R0, is
implicitly given by the following condition:∫ R0

0
[ρ̂(c)c− ρ̂(c0)c0]r2 dr =

∫ ∞
R0

[ρ̂(c∞)c∞ − ρ̂(c)c]r2 dr. (6.8)

Since the drop’s surface is diffuse, this choice of an effective radius is obviously not
unique. Using this value R0, we can define the excess surface energy per unit area
by the formula

σ∗ =
1

MR2
0

{
1
2C

∫ ∞
0

ρ̂c2rr
2 dr +

∫ R0

0
[ρ̂(c)f̂0(c)− ρ̂(c0)f̂0(c0)]r2 dr

+
∫ ∞
R0

[ρ̂(c)f̂0(c)− ρ̂(c∞)f̂0(c∞)]r2 dr
}
, (6.9)

which is analogous to (5.11) in the planar interface case. Contrary to the planar
case, however, σ∗ cannot be evaluated without first computing the full concentration
profile c(r). We can simplify (6.9), though, to obtain

σ∗ =
C

M

∫ ∞
0

c2r

[
r2

3R2
0

+
2R0

3r

]
ρ̂ dr. (6.10)

An alternative definition for the coefficient of surface tension can be obtained by
generalizing the Laplace formula and writing

p0 = p∞ + 2(σ∗∗/R0)M, (6.11)

which defines σ∗∗. Using equation (6.6), we obtain

σ∗∗ =
C

M

∫ ∞
0

c2r
R0

r
ρ̂ dr. (6.12)

We notice that the expressions for both σ∗ and σ∗∗ depend explicitly on the effective
radius of curvature R0. To determine R0, we first obtain the concentration profile by
solving equations (6.4) and (6.5), and then use equation (6.8) to obtain

R0 = R0(c∞) =
{

3
∫ ∞

0

[
ρ̂(c)c− ρ̂(c∞)c∞
ρ̂(c0)c0 − ρ̂(c∞)c∞

]
r2 dr

}1/3

. (6.13)

Following Cahn & Hilliard (1959), we can analyse the behaviour of R0, σ∗ and σ∗∗
in certain limiting cases, without computing the concentration and pressure profiles.
For example, in the limit when c∞ approaches the planar equilibrium concentra-
tion c− from above, we get limc∞→c− c0 = c+ and limc∞→c− p0 = p∞, where c+
is the other equilibrium concentration for the planar interface. One can see that
there is no pressure jump across the diffuse interface in this limit. We further obtain
limc∞→c− σ

∗ = limc∞→c− σ
∗∗ = σ, where σ is the surface energy for the planar inter-

face given in equation (5.12). Therefore, the different definitions of surface tension
agree in this limit. Also,

lim
c∞→c−

(c∞ − c−)R0(c∞) =
2σM
ρ̂+

(
d2f̂0

dc2
(c+)

)−1

,

which shows how the effective radius R0 diverges in the vicinity of the planar equi-
librium concentration.
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Another limiting case occurs when c∞ = cs; here, cs is a spinodal point where
d2f̂0/d2c changes sign. In this limit, the solution of (6.4) and (6.5) converges to the
trivial homogeneous state c(r) = c∞ and p(r) = p∞. We remark that the energy
difference between the non-trivial and the trivial solutions is finite for c− < c∞ < cs
and tends to zero as c∞ → cs.

To illustrate these limits, as well as the behaviour of the solution in the interme-
diate range of concentrations, we shall first consider the case where the fluids are
density matched and equation (6.2) reduces to the radial Cahn–Hilliard equation,

C

(
crr +

2
r
cr

)
=

d
dc

(f̂0(c)− µ∞c). (6.14)

This semilinear equation has been studied extensively by many authors (see, for
example, Truskinovsky 1983; Dell’Isola et al . 1998). Here, we obtain a new explicit
solution by considering a piecewise quadratic free energy f̂0(c). In this special case,
the problem reduces to a system of nonlinear algebraic equations.

The simplest smooth piecewise quadratic function, containing a non-trivial spin-
odal region, consists of three parabolas:

f̂0(c) =


1
4c

2, c 6 1
6 ,

1
8 [ 1

16 − (c− 1
2)2], 1

6 < c < 5
6 ,

1
4(c− 1)2, c > 5

6 .

(6.15)

Using the energy (6.15), it is straightforward to calculate the solution of equa-
tion (6.14) analytically. We obtain three linear equations for c corresponding to each
of the three parabolas. We then patch the solution together, insuring the continuity
of c and cr. We find that for c∞ ∈ (0, 1

6) and c∞ ∈ (5
6 , 1), there is a unique monotone

solution c(r). The solutions are parametrized by c∞ and depend on R1 and R2, the
coordinates of the points in r where the parabolas are switched.

After a simple calculation, we obtain

c(r) =


(B/r)e−r/

√
2 + c∞, r > R1,

1
2 − 2c∞ − (1/r)[C cos(1

2r) +D sin(1
2r)], R2 < r < R1,

1 + c∞ + (A/r)(er/
√

2 − e−r/
√

2), r 6 R2,

(6.16)

where, on the right-hand side, the spatial variable is normalized by
√
C. In the analy-

sis that follows, we use the normalized variables r/
√
C and Ri/

√
C. The coefficients

A, B, C and D can be given in terms of R1 and R2, which satisfy the following
nonlinear system of algebraic equations:

−β
(

1√
2

+
3
R1

)
= β cot 1

2(R2 −R1) +
R2

R1
csc 1

2(R2 −R1),

3
R2
− 1√

2
coth

R2√
2

= β
R1

R2
csc 1

2(R2 −R1) + cot 1
2(R2 −R1).

Here, β = (1
6 − c∞)/(1

6 + c∞). We note that there is a critical value c∞ = c∗∞ at
which R2 = 0. When R2 = 0, the solution is given by

c(r) =

{
(B/r)e−r/

√
2 + c∞, r > R∗1,

1
2 − 2c∞ − (D/r) sin(1

2r), 0 6 r < R∗1,
(6.17)
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Figure 2. Concentration profiles describing spherical droplets with c∞ = 0.035, 0.10 and 0.15.
The dotted curves correspond to the free energy (6.15), while the solid curves correspond the
free energy (6.20). The radius is scaled as r̃ = r/

√
C.

where the coefficients B and D can again be expressed in terms of R∗1 and

tan(1
2R
∗
1) =

R∗1
√

2
R∗1 + 3

√
2
. (6.18)

The critical value c∗∞ is given in terms of R∗1 by

c∗∞ =
R∗1 + 2 sin(1

2R
∗
1)

6(R∗1 − 2 sin(1
2R
∗
1))

. (6.19)

From (6.18) and (6.19), we obtain R∗1 ∼= 7.764 and c∗∞ ∼= 0.117. For c∞ ∈ (c∗∞,
1
6), we

also have R2 = 0 and R1 = R∗1, so the non-trivial monotone solution never reaches
the third parabola.

The qualitative change in structure of the solution across c∞ = c∗∞ can be viewed
as a sign of the beginning of the topological transition. In fact, we can interpret R2
and R1 as defining the inner and outer boundaries of the diffuse droplet interface.
After the inner boundaryR2 vanishes, the second fluid region disappears and the drop
consists entirely of the interfacial region. At larger values of c∞, the interfacial region
also disappears, which marks the completion of the transition. Since no singularities
develop, we conclude that the CH model provides a smooth description of this simple
topological change. In figure 2, the concentration profiles are shown, as functions of
the normalized radius r/

√
C, for three different values of c∞.

In order to show that the approximation of the energy function by three parabolas
is robust, we compare our analytic solution with the results of a direct numerical
integration of (6.14) by using the fourth-order polynomial energy

f̂0(c) = 1
4c

2(c− 1)2, (6.20)
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Figure 3. The graphs of the free energies. Solid curve: equation (6.20); dotted curve:
equation (6.15).

which is chosen to share the positions and curvatures of the energy wells with (6.15).
It is important to remember, however, that the two energies are not ‘physically’
identical. For example, the spinodal points for the piecewise quadratic free energy
are 1

6 and 5
6 , whereas they are cs = 1

2(1±1/
√

3) for the fourth-order polynomial (6.20).
Moreover, the planar surface energy is also slightly different for the two models: for
the free energy given in (6.15), we have

M

ρ̂
√
C
σ =

3
√

2
72

+ sin−1
(√

6
3

)
∼= 0.1385,

while for that in (6.20), we have

M

ρ̂
√
C
σ =

√
2

12
∼= 0.1178.

The two free energies are compared in figure 3. The numerical solutions of equa-
tion (6.14), with the energy (6.20), are plotted in figure 2 together with the analytic
solutions (6.16) and (6.17) of the three-parabola model. A standard first-order accu-
rate shooting method was used to solve (6.14).

In figure 4, we illustrate the behaviour of the normalized effective drop radius
R0/
√
C as a function of c∞. The topological transition in the three-parabola model

is marked by the vertical dashed line: at this point c∞ = c∗∞ and the radius, in the
three-parabola model, decreases to a minimum value R∗0. This value is less than R∗1.
The radius then remains constant for c∞ ∈ [c∗∞,

1
6). In the case of the energy (6.20),

a similar behaviour is seen until c∞ approaches the spinodal point 1
2(1 + 1/

√
3). The

radius reaches a minimum, corresponding to the beginning of the topology transition,
and then eventually diverges at the spinodal point (cf. Cahn & Hilliard 1959).

In figure 5, we illustrate the behaviour of the normalized coefficients of surface
tension (M/ρ̂

√
C)σ∗ (dotted curves) and (M/ρ̂

√
C)σ∗∗ (dashed curves) for the two

different free energies, as a function of the normalized effective radius. At large radii,
the coefficient of surface tension approaches its value for a flat interface (open circles
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Figure 4. Normalized effective radius of the droplet R̃0 = R0/
√
C versus c∞ (dotted curve: the

free energy (6.15); solid curve: the free energy (6.20)).

in figure 5). At intermediate radii, the coefficient is a monotone function of curvature.
The curvature dependence, however, cannot be extended below a certain radius. In
figure 6, the normalized pressure jump (p0 − p∞)/ρ̂ is shown as a function of c∞.
We note that the pressure is smooth and finite through the topological change. This
is to be contrasted with the classical sharp interface case where the pressure jump
diverges when a fluid droplet vanishes.

The introduction of density differences (compressibility) makes the analysis of
equations (6.1) and (6.2) considerably more difficult, since the equations become
fully nonlinear, even if piecewise quadratic free energies are used. Therefore, we use
direct numerical simulations to study this case. We consider the fourth-order free
energy given in (6.20) and suppose that the density is given by the simple mixture
formula ρ̂(c)−1 = 1 + θ(c − 1), where ρ+ ≡ ρ̂(1) = 1 and ρ− ≡ ρ̂(0) = 1/(1 − θ).
Equations (6.1) and (6.2) were solved for different values of θ by using a standard
first-order accurate shooting method together with continuation in θ. The pressure
jump and effective surface tension for these calculations are presented in figure 7.
From this figure, we conclude that, contrary to the dynamic case discussed in § 4,
compressibility does not considerably affect the structure of the static spherically
symmetric solution.

7. Concluding remarks

The main difference between the conservative sharp interface model (based on the
Euler equations) and its dissipative regularizations is that in the conservative model,
the topology of the flow is fixed even though the structure of the interface may
become highly distorted by the background flow. This is related to the fact that dur-
ing the process of a topological transition, part of the original information, such as
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Figure 5. Normalized coefficients of surface tension versus the normalized radius from fig-
ure 4. Upper graph: the free energy (6.15); lower graph: the free energy (6.20). Dotted curve:
(M/ρ̂

√
C)σ∗ from (6.10). Dashed curve: (M/ρ̂

√
C)σ∗∗ from (6.12). Open circles: coefficient of

surface tension in plane interface case.

Figure 6. Normalized pressure jump (p0 − p∞)/p̂ versus c∞ (dotted curve: the free energy
(6.15); solid curve: the free energy (6.20)).
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Figure 7. Effects of different densities in the spherically symmetric case. Upper graph: normalized
coefficient of surface tension from (6.10) versus c∞; lower graph: the normalized pressure jump
(p0 − p∞)p̂∞ versus c∞. Solid curves: θ = 0; dashed curves: θ = 0.5; and dot-dashed curves:
θ = 0.9. Open circles in the upper graph: normalized coefficient of surface tension from the plane
interface case.

the number of connected components of the flow, may be lost. Topological transitions
are associated with a production of entropy (dissipation) and the ‘reconnection’ con-
ditions must, in particular, prescribe the dissipation associated with the transition.

Often, interface ‘surgery’ is used to change the topology of sharp interfaces (e.g.
Ricca & Berger 1996). One of the main difficulties with this approach is the justifica-
tion of ‘reconnection’ conditions (topological ‘jump conditions’) from the perspective
of an augmented regularized theory. In this paper, we have proposed such a regular-
ization of the Euler equations which allows singularity-free topological transitions.

The model takes into account a weak non-locality associated with an internal
length scale; this introduces a dimensional surface energy. In the case of near critical
binary fluids, with partially miscible components, we anticipate that the model pro-
vides a good approximation to the physical problem. One of the main results of this
approach is the existence of a small (but finite) size of the zone involved in a topolog-
ical transition. The transition zone cannot be smaller than the equilibrium (static)
thickness of the interface which this theory predicts. However, the non-local theory
by itself is non-dissipative and since the non-locality is compatible with classical fluid
mechanics integrals, the basic topology of the flow is preserved.

As we mentioned previously, a change of fluid topology cannot take place without
dissipative effects and, accordingly, our model takes into account diffusive dissipa-
tion which is a natural consequence of using the concentration field. In the limit
of infinitely thin and well-separated interfacial layers, we demonstrated that our
(appropriately scaled) equations converge to the classical sharp interface model.
Since the limiting model is conservative, we conclude that dissipation is localized
in the domain where the sharp interface approximation breaks down (say, in the
vicinity of a topological transition). Consequently, it may be possible to calculate
the associated localized dissipation.

In companion papers (Lowengrub et al . 1998a, b), the ECH model was used to
simulate the pinching of density-matched fluid–fluid jets in two dimensions. It was
found that in the early stages of the evolution, the dissipation associated with the
diffuse layers is negligible and their evolution follows closely that of a sharp interface
model (see Hou et al . 1994; Lowengrub & Shelley 1997). In the later stages, the fluid
flow drives the jet boundaries towards each other and, as the boundaries interact,
the energy dissipates rapidly. Although the total energy decreases, the kinetic energy
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of the fluid increases through the production of vorticity. The calculation captures
the topology transition from a two-dimensional jet to a system of fluid droplets.

It was also found that the limiting step in these computations is the resolution
of the fluid motion, rather than the structure of the concentration field, and that
in order for the concentration boundary layers to be resolved, their thickness needs
to be at least several grid lengths. Since the simulations using the ECH model are
generically much more expensive than those based on the boundary integral method,
it is natural to conclude that the ideal numerical approach should be based on the
sharp interface model and then use ‘jump conditions’ to transit the sharp interface
through a topology change.

We view the study of the annihilation of a spherical droplet as a first step in
establishing justified ‘cut and connect’ procedures. In particular, we have shown
that the extra energy associated with the nucleus is finite, which effectively fixes
the value of dissipation associated with the topological transition. Presently, it is
not clear whether such a separation of scales can always be done since the topology
change may, in principle, produce fluid fragments that cannot be described within a
sharp interface model.
We thank J. Goodman, D. Joseph, P. Leo, G. Lopez, G. McFadden, M. Shelley and Y. Shikhmur-
zaev for important comments and Elizabeth Lowengrub for proof-reading the manuscript. J.L.
acknowledges support from the NSF grant DMS-940310, the Sloan foundation, the McKnight
foundation and the Minnesota Supercomputer Institute; L.T. acknowledges support from the
NSF grant DMS-9501433 and the Minnesota Supercomputer Institute.

Appendix A. Matched asymptotic expansions

Here we use the method of matched asymptotic expansions to show that the system
(5.17)–(5.20) formally converges as γ → 0 to the incompressible Euler equations
with a sharp interface. In order for our expansions to be valid, the curvature κ of
the layer must satisfy κ � 1/γ and the multiple layers must be separated by a
distance which is at least O(1). Following the standard approach (see, for example,
Pego 1989), we suppose that at time t = 0, there is a single smooth transition layer
of width O(γ). The initial concentration is assumed to be c(x, 0) = c± + O(γ) in
Ω±, where c± are equilibrium concentrations which satisfy the conditions (5.7)–(5.9)
for some p±. These initial conditions are consistent with the experiments on the
Kelvin–Helmholtz instability performed by Thorpe (1969), where two different fluids
were allowed to equilibrate before gravity-induced motion was impulsively started.
We further suppose that the most rapid variation in the velocity field for t > 0 takes
place across the concentration transition layer. This is consistent with assuming
that the fluid motion occurs on faster time-scale than the chemical diffusion (our
assumption Pe� 1).

Suppose that in the domains Ω± (outer region), far from the transition layer, the
velocity, concentration and pressure fields can be given in terms of a regular expansion
in the small parameter γ, i.e. A(x, t) = A(0)(x, t)+γA(0)(x, t)+· · · , where A(x, t) is a
generic variable. Using these expansions in the equations (5.17)–(5.20) and matching
powers of γ, we obtain

∇p(0) = 0
at O(1/γ), while at O(1), we obtain

div v(0) = 0,
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ρ̂(c(0))(v(0)
t + v(0) · ∇v(0)) = −∇p(1),

c
(0)
t + v(0) · ∇c(0) = 0,

which are the classical Euler equations.
Near the transition layer (inner region), we choose φ(x, t) to be the signed distance

function from a point x to the limiting sharp interfacial surface Σ(t) and introduce
the stretched normal coordinate z = φ(x, t)/γ. Then, Σ(t) has unit normal n = ∇φ,
normal velocity D = −φ, and mean curvature 2κ = −∇2φ. In the inner region, we
suppose the following generic expansion holds:

A(x, t) = Ã(0)(z, x̂, t) + γÃ(1)(z, x̂, t) + · · · ,
where x̂(x, t) are two coordinates on the surface φ(x, t) = 0. We use these expansions
in equations (5.17)–(5.20), together with the change of variable formulae

∇ =
1
γ
n∂z +∇x̂, ∇2 =

1
γ2 ∂zz −

2κ
γ
∂z +∇2

x̂ and dt = −D
γ
∂z + ∂t.

From the normal component of equation (5.18), we obtain at O(1/γ2)

p̃(0)
z + (ρ̂(c̃(0))(c̃(0)

z )2)z = 0.

At O(1/γ), we obtain:

ũ(0)
z =

ρ̂′(c̃(0))
ρ̂(c̃(0))

(ũ(0) −D)c̃(0)
z

from equation (5.17);

ρ̂(c̃(0))(ũ(0) −D)ũ(0)
z = −{p̃(1)

z − 2κρ̂(c̃(0))(c̃(0)
z )2

+ [2ρ̂(c̃(0))c̃(0)
z c̃(1)

z + ρ̂′(c̃(0))(c̃(0)
z )2(3c̃(1) − 2c̃(1)

z )]z}
from the normal component of equation (5.18);

ρ̂(c̃(0))(ũ(0) −D)w̃(0)
z = −[∇x̂p̃(0) + (ρ̂′(c̃(0))(c̃(0)

z )2

+ ρ̂(c̃(0))c̃(0)
zz )∇x̂c̃(0) + 1

2 ρ̂(c̃(0))∇x̂(c̃(0))2]

from the tangential components of equation (5.18); and finally,

ρ̂(c̃(0))(ũ(0) −D)c̃(0)
z =

[
µ0(c̃(0))− ρ̂′(c̃(0))

ρ̂(c̃(0))
p̃(0) − 1

ρ̂(c̃(0))
(ρ̂(c̃(0))c̃(0)

z )z

]
zz

from equations (5.19) and (5.20). In the above, ũ(0) = ṽ(0) · n and w̃(0) = ṽ(0) −
(ṽ(0) · n)n. We note that if the curvature κ = O(1/γ), then the local coordinate
system near Σ typically becomes singular and the ordering of the above expansions
breaks down.

To match the inner and outer expansions, we suppose that the outer expansion
holds up to the surface Σ. Then, near Σ, we expand the outer solution in the inner
variables and match each power of γ with the limiting values of the inner solution.
For example,

lim
z→±∞ Ã

(0)(z, x̂, t) = A(0)(x̂, t)±, lim
z→±∞ Ã

(1)(z, x̂, t) = A(1)(x̂, t)±

lim
z→±∞ Ã

(1)
z (z, x̂, t) = n · ∇A(0)(x̂, t)±,
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where the ± denotes the limiting values on Σ from Ω±.
At O(1/γ) in the outer expansion, we obtain

p(0)(x, t) = p± = const. in Ω±,

although the constant could take different values in each region. From the inner
expansion at O(1/γ2), we obtain

p̃(0)(z, x̂, t) = p− − ρ̂(c̃(0))(c̃(0)
z )2 and p− = p+,

which means that (in the leading order) the outer pressure is a global constant.
At O(1/γ) in the inner expansion, we obtain

ũ(0)(z, x̂, t) = D(x̂, t),

which, together for the matching condition for velocity, shows that

[[v(0) · n]]Σ = 0 and v(0) · n = D.

Consequently, the interface moves with the fluid at the outer scale. In addition, from
the inner expansion, we obtain

c̃(0)(z, x̂, t) = C(z + α(x̂, t)),

where C(z) is the unique planar interface, described in § 5, with C(0) = 1
2(c+ + c−).

The function α(x̂, t) is an arbitrary translation; this can be set to zero by using a
centring condition of the type given in Pego (1989) which links the position of the
interfacial surface Σ with the inner expansion. Using the matching condition for the
concentration and the initial condition for the concentration, we obtain

c(0)(x, t) = c± in Ω±.

Then from the inner expansion, we get

p̃(1)
z = 2κρ̂(c̃(0))(c̃(0)

z )2 + [2ρ̂(c̃(0))c̃(0)
z c̃(1)

z + ρ̂′(c̃(0))(c̃(0)
z )2(3c̃(1) − 2c̃(1)

z )]z.

Using the first-order matching condition for pressure, we conclude that

[[p(1)]]Σ = 2κ
∫ +∞

−∞
ρ̂(C)C2

z dz,

which shows that the jump in the outer pressure p(1) across Σ is proportional to
the mean curvature of Σ. We note that the integral in the right-hand side of this
formula is exactly the one which appeared in equation (5.12), divided by γ. Finally,
we note that equation for the tangential components of linear momentum is trivially
satisfied so that the tangential velocity w̃(0) does not appear at this order. Thus, in
the leading order, the jump of the outer tangential velocity (across Σ) is arbitrary.

These results show that the limiting sharp interface moves with the fluid, the Euler
equations hold on each side of the interface and the Laplace condition is satisfied
with the surface tension given by equation (5.12). We also notice that the energy
(3.36) converges, as γ → 0, to the expression

E(t) = 1
2ρ+

∫
Ω+

|v(0)|2 d3x+ 1
2ρ−

∫
Ω−
|v(0)|2 d3x+ σ|Σ(t)|,

which is the energy of the sharp interface model. Here, for simplicity, we assumed
f0(c±) = f ′0(c±) = 0.
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